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SUMMARY

The present paper describes the implementation of muliti-block codes, used to model complex
2-D geometries for applications in computational fluid dynamics on massively parallel
architectures. The work starts with a brief description of ongoing and planned major
aerospace projects and gives an estimate of the computing power needed. In order to
provide this computational speed, one has to resort to massively parallel systems. In the first
section the essential features of multi-block grids, along with the grid generation cquations
are discussed and it is shown that overlapping multi-block grids are inherently parallel by
construction. Since the number of blocks is not fixed, but can be matched 10 a large extent to
the number of available processors, there are no principal limitations of this parallelization
approach, provided the ratio of computation time to communication time remains large
enough, which leads to the discussion of problem scalability. The details of implementation on
the Intel iPSC/2 of a general 2-D multi-block mesh-generation code are outlined in sections
2 and 3, together with the listings of the major communication function (Section 4). In
section 5 the results Tor this code are presented, clearly demonstrating that the multi-block
concept is a viable tool for massively parallel computers, which can be applied to virtually all
problems in science and engineering where computational meshes are used. In section 5.2 an
outlook on the parallelization of more complex problems is given, and estimates for speed-up
and efficiency, based on the present experiences, are provided. It turns out that, as long as
computation dominates commuaication time, which is usually the case for complex aerospace
applications, parallelization will be the tool to provide the additional orders of magnitude of
computing power needed to routinely design and analyse future aircraft as well as spacecraft,
in particular at high Mach numbers, when chemical reactions become important.

1. PARALLELIZATION OF COMPUTER CODES FOR AEROSPACE
APPLICATIONS

For the next two decades the operation of sevcral space vehicles for hypersonic missions
is planned. All these projects have in common that the vehicles are entering or flying
in an atmosphere with high speed, resulting in high thermal loads and stresses. The
high velocity at which the vehicles negotiate the atmosphere makes it nccessary o
consider chemical reactions, ¢.£. dissociation of molecules, and for temperatures larger
than 10,000°C ionization occurs. In any case, the flow is compressible and a bow shock
develops in front of the vehicle, leading to a jump of temperature, 17, velocity components
u, v, w (Cartesian co-ordinatc system) and pressure p, as wcll as density p. 1f the
temperature is high enough for chemical reactions to occur, the conservation for cach
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chemical species has to be considercd (the simplest model of air involves Ny, O, N,
O, and NO). Depending on the ratio of characteristic flow time and thermal relaxation
time, a decoupling of the vibrational energy modes can occur, resulting in additional
equations for the thermal energies of the molecules (i.c. for N3, Q2 and NO if the model
mentioned above is used). For the design of a vehicle the prediction of thermal loads and
thermal stresses is needed as well as the aerodynamic performance (i.e. pressure load,
drag, stability behavior, eic.).

Although numerous wind-tunnel tests are performed, there are fundamental limitations
for these facilities[1}, especially in the high-temperature range, apart from the gucstion of
cost-cffectiveness and versatility or development speed. On the other hand, computational
fluid dynamics (CFD) has matured during the last decade and now allows the computation
of flow fields past complete configurations. Apart from the question of modeling and code
validation, computation time is a severc problem. Firstly, there are very different length
scales in the problem, in principle ranging from the turbulent scale where dissipation
takes place to the characteristic length of the body. Sccondly, there are very different
time scales ranging from the time for a chemical reaction 10 the tlow velocity in the
boundary layer (BL), if viscosity is accounted for. In order to resolve all the relevant
physical phenomena, an cnormous number of grid points is needed, even when turbulence
15 modeled algebraically. It 1s not unrealistic {0 assume that 10 million grid points are
needed for a 3-D configuration. From the above discussion wc know that in a high-
temperature environment additional equations have to be incorporated, leading for the
simple atmosphere model to a set of 12 coupled non-linear partial differential cquations
(PDE)[2} in 3-D. It is known that for an implicit solution technique some 104 s per grid
point per iteration are needed based on a computation power of 100 MFlops (sustained,
that is, at 1 GFlops peak). Assuming 300 iterations {optimistic) for convergence and a
grid of 10 million grid points amounts 10 a total computation time of 3 x 10° s or some
S0 h. If a more sophisticated turbulence model is included, the computation time will be
substantially higher.

To give the reader an impression about the type of simulation being performed, Plaies
1 10 4 may serve as an example. Plate 1 depicts a structured grid for the Hermes space
plane, similar 1o but smaller than the Space Shuttle. Two grid plancs are shown, one in
the stream-wise (along the centerline) direction, the other one representing a cross-seclion
wilth the winglets. The grid is orthogonal at the surface of the vehicle. Grid points are
clustered in the vicinity of the body and nose part. Gnid size is 143 (circumfercniial),
33 (radial, for Euler calculations) and 62 stream-wise, i.e. some 293.000 points are
used.

For parallelization this solution domain has 10 be subdivided inio blocks which are
mapped onto boxes and the conneclivity of the boxes has 1o be determined. Hence,
the main parallelization effort is the construction of these blocks. The communication
between blocks is straightforward, since information is exchanged through neighboring
faces. It is interesting to note that no additional communication structures in COMparison
to a mulu-block stuclure running on a scqucenual machine have 10 be developed.
The reason is that a multi-block structure necessitates communication among blocks,
indcpendent of the computer architecture. Plate 2 depicts the surface grid used. The blocks
on the surface serve as the boundary for the volume grid. Plaic 3 shows a grid around a
conc where two different physical parameters were used to capture the oblique shock and
the boundary layer. In order to achicve load balancing, a blocking methodology (o cnsure
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