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Ahstract

In this article we discuss a strutegy For speeding up the solution of the Navier—Stokes equations on highly complex solution domeins such
as vomplete aircraft. spucecraft, or rbomachinery equipment. We have used a finite-yolume code for the (non-trbulent) Navier Stokes
equations as a testbed for implementation of inked numerical and paratlel processing technigues. Speedup is achieved by the Tangled Web
of advanced grid topology gencration, adaptive coupling, and sophisticated parallel computing techmques.

An optimized grid wpology is used to generate an optimized gnd: on the block level such a gnd is unstructured whereas within a block a
structured mesh is constructed. thus retaining the geometrical flexibility of the finite element method while maintaiming the numerical
efliciency of the finite ditference technique, To achieve a steady state solution, we use grid-sequencing: procecding from coarse 1o finer
grids, where the scheme s explicit in time. Adaptive coupling is devived from the observation that numerical schemes have differing
efficiency during the solution process, Coupling strength between grid points is ncreased by using an implicit scheme at the sub-block level.
then a1 the block level, ultimately fully implicit across the whole computational domain. Other rechmiques include switching numerical
schemes and Lhe physics model during the solution. and dynamic deactivation ol blocks. Because the computational work per block is very
variable with adaptive coupling, especially for very complex Hows. we have implemented parallel dynamic load-halancing to dynamically
transfer blocks between processors, Several 20 and 312 examples iflustrate the functioning of the Tangled Weh approach on different parallel
architectures.  © 1999 Elsevier Science S.A. Al nights reserved.

1. Introduction
1.1. Motivation

Computational Fluid Dynamics is becoming increasingly sophisticated. Grids define highly complex
geometries, and flows are solved involving very different length and time scales. The number of grid points, and
thereby the number of degrees of freedom, is increasing as memory of supercomputers is growing.

During the last few years new developments in computer hardware and architectures have led to significant
advances in parallel computing and multiprocessing. It is belicved that parallel computing is the most important
means of reducing turn-around time and computational cost of large scale applications. Furthermore, massively
parallel computing is considered to be the key technology in tackling the grand challenges fucing CFD, such as
multidisciplinary analysis and optimization.

One of the main issues in parallel CFD is the flow simulation past very complex configurations and the design
of numerical algorithms which efficiently cxploit the capabilities of the parallel hardware. Especially in the case
of distributed memaory machines comprising several hundreds or even thousands ot powerful processors, this is a

* Corresponding author.
' This paper contains & major part of the Ph.D. work of the first author.
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non-trivial task. The important aspects in designing parallel algorithms for these architectures are partitioning of
data (domain decomposition), communication across internal boundaries, as well as dynamic load balancing (see
Section 3.4) and minimizing overhead caused by both communication and computation.

1.2, Solution methods

Regarding the solution algorithm for the Navier—Stokes equations, an explicit algorithm is easy to implement,
but is numericully less efficient than relaxation schemes in calevlating a steady state solution. Often, relaxation
schemes are used. but it should be remembered that even these methods may not converge for highly stretched
grids with large cell aspect ratios of, c.g. 10" or even 10° as needed in many viscous flows,

More generally, it can be demonstrated that a single numerical scheme has varying numerical efficiency
during the course of the solution process. The novel feature presented in this article is to apply a sequence of
numerical strategies, called the Tangled Web approach (see Section 4). The objective is to use the optimul
scheme at each stage of the solution process, switching (automatically) when certain criteria are met.

These numerical methods include grid sequencing, domain decomposition, adaptive coupling (moving (rom
an explicit scheme, 1o block-implicit, fully implicit, to Newton's method), use of iterative solvers such as
CG-GMRES, along with line-seurching und backtracking for root polishing.

The utilization of the outlined strategy atlempts to achieve both parallel and numerical scalabitity, While the
former concept concerns good scaling of solution time with the number of processors. the latter concerns good
scaling with the problem size. This is. however. generally not encountered in practice, for example the inversion
of a matrix of size N clements, needs OV ") floating point operations, Obviously, no parallel architecture could
keep pace with this computational demand—when problem size scales, we need more sophisticated algorithms
1o provide the numerical scalability that we seck.

It turns out that the combination of parallel computing and advanced solving strategies is cssential for the
development of efficient CFD codes that will serve as design tools for acrodynamic shape optimization und
multidisciplinary analysis—not just a single *magic bullet” strategy. but a collection of algorithms, each applied
where appropriate. In this article. we show this approach is effective for a number of test-cases, manually
switching between numerical strategies. [n the future we will report on criteria for automatically switching over
to a different numerical scheme as soon as the current scheme becomes numerically inefficient.

2. The Navier—Stokes equations

The equations to be solved on highly complex geometries are the Navier-Stokes equations that read in
integral form

d
—J’UdV+3£ F-d4a =0, (1}
at v AV

where U is the vector of flow variables and the tensor F denotes fluxes without reference to a particular
coordinate system. A flux can be considered us a vector of three quantities that cach comprise a vector of five
variables, the so-called flux compenents. In a Cartesian coordinate svstem, the vector of the flow variables and
the flux vector are denoted as

U= (p, pr,pu, pw, pe)T (N

and the symbol  indicates Cartesian coordinates, while U is known as the vector of conservative variables
where g denotes density w, ¢, w are the Cartesiun components of the velocity vector, and e denotes the internal
energy. The fluxes are written as
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ﬁl GI [:Il
F=}F|: G=|¢6, H=|H, (4)
4 G4 H..].
F, G, H,
Inviscid fluxes are of the form
ou pr o
o+ puv +p puw + p
]?‘l =| pra+p |- G,=| povtp |, ﬂl =| pow+p (5)
pwi + p pwe + p pww t+p
putl puH pwH
where enthalphy H =p + pe and p denotes pressure,
The Cartesian components of the flux tensor are of the form
0
.,
F, = T (6)
ﬂ?\'.'
g utavtowtg
0
o,
G, = T (7
(r\f
auvtouto wty
0
Ty
i, = T, (8)
T
(]-::H’l. + (]-:‘M + Cr.‘.\v + q.‘
To close the system, the equation of state for a caloricaliy perfect gas is used
1 2
p={y - Dple—5 v (9

where y = ¢, /c, 15 the specific heat ratio.
'The stress tensor. o, is proportional to the strain, i.e. the velocity gradients. The Cartesian components of the
stress tensor are

_ (P 2y +( L2 )6 av, "
%M ox, T ax, T 3 % ax, AT H)O am

where the summation convention was used and x,, v, denote Cartesian coordinates and velocity components. The
coefficients u and A are called shear viscosity and volume viscosity, respectively. For Newtonian fluids like air,
the Cartesian components of the viscous force are of the form

& a
ijrf.lf(/\+,u)?\ﬁj(v-v)+p.ﬁv‘. (11}

The following relation holds
2
A+ M =0, (12}

Using Stokes’ assumption, the equal sign applies in Eq. (12)
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As can be seen from Eqs. (1)—(5), the Navier—Stokes equations are nonlinear. and give rise to contact
discontinuities and (in the limit of low viscosity} shocks, requiring special numerical algorithms.

3. Parallel scalability for large scale CFD applications

In the following we make the assumption that the Navier—Stokes equations have been successiully solved on
a single processor architecture, The next question then is, can the same problem be solved on a parallel
architecture, resulting in a quasi linear speedup, thar is. can parallel scalability be achieved. For the time being,
we do not consider numerical scalability, since parallel and numerical scalability may be conflicting issues.

Parallel scalability is the ideal condition where, for a given problem, the product of execution time and
number of processors is constant. There are basically three different requirements that have to be fulfilled to
achieve parallel scalability, namely: (1) the code does not contain a sequential part; (2) communication is at
zero cost (no overhead time required); and (3) each processor has the same workload. A discussion of issues in
achieving parallel scalability can be found in [1] and |2].

In general, (1) cannot be achicved for flexible and user friendly codes because of program startup time, global
conrmunication operations such as calculation of residuals and stopping criteria, and sequential 1/0 operations.
Obviously, time is spent on sending messages between processors. Even if computation can he overlapped with
communication, 4 certain amount of work for setting up the message transfer remains, Therefore, 4 certain
amount of parallel inefliciency is invariably connected with (1) and (2). In general. assigning equal workload o
processors can be achieved by redistributing work during the course of the simulation. However. it has to be
realized that load balancing by itself requires computational resources.

It should be noted that with an increasing number of processors the amouni of communication increases,
which might cause a nonlinear response of the communication channels. Also, the utilization of advanced
solving strategies (see Scction 4) for complicated physical phenomena in conjunction with highly complex
geometries may show a dynamic behavior with regard to computing time per grid point. Therctore, achieving
the same workload for each processor during the computation can only be ensured by dvnamic load balancing
{scc Section 3.4). In addition, the numerical algorithm might cause a nonlinear increase in communication
demand.

3. 1. Parallelizarion strategies for CFD codes

There are basically three ways of parallelizing a code. First, a simple and straightforward approach is to
parallelize the do loops in the code. Many so-called automatic parallelizers analyze do loops and suggest a
parallelization strategy based on this analysis. This concept, however, is not scalable 1o hundreds or thousands of
processors, and results in very limited speedup [3].

Most applications in science and engineering can be described by a set of equations in some kind of solution
space. A second approach is therefore to parallelize the numerical solution process for these equations. For
example, if a matrix—vector multiplication occurs. this multiplication could be distributed on the various
processors and performed in parallel. Again, scalability 10 a large number of processors cannot be obtained.
Moreover, this technique would work only for large regular matrices. If 4 problem were represented by a large
number of smaller matrices (often the case in practice {see Fig. 17)). parallelization would be impossible.

The third approach is denoted as domain decomposition. sometimes also referred to as grid partitioning. The
idea is simple. The solution domain is subdivided into a set of subdomains (blocks) that exchange information to
update each other during the solution process. The numerical solution takes place within each domain, and thus
ts independent of the other domains. The solution space can be the actual space—time continuum, or it can be
some abstract space. For the simulation process, this space is discretized and thus is described by a set of points.
Domain decompaosition is the most general and versatile approach. It also leads to the best parallel efficiency,
since the number of points per subdomain can be freely varied as well as the number of subdomains per
processor. A large number of codes in science and engincering use finite elements, finite differences, or finite
volumes on either unstructured or structured grids. Very often, the governing physical equations arc converted
into a set of linear equations. The process of parallelizing this kind of problem is 1o decompose the physical
solution domain. Software is available to efficiently perform this process both for unstructured and structured
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